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Abstract A novel technique to obtain simultaneous

velocity and concentration measurements is applied to the

Richtmyer–Meshkov instability. After acceleration by a

Mach 2.2 shock wave, the interface between the two gases

develops into a turbulent mixing layer. A time-separated

pair of acetone planar laser-induced fluorescence images

are processed to yield concentration and, through applica-

tion of the Advection-Corrected Correlation Image Ve-

locimetry technique, velocity fields. This is the first

application of this technique to shock-accelerated flows.

We show that when applied to numerical simulations, this

technique reproduces the velocity field to a similar quality

as particle image velocimetry. When applied to the turbu-

lent mixing layer of the experiments, information about the

Reynolds number and anisotropy of the flow is obtained.

1 Introduction

The Richtmyer–Meshkov instability (RMI) (Richtmyer

1960; Meshkov 1970) occurs when a shock wave passes

through the interface between two fluids of different den-

sity, causing the growth of perturbations present at the

interface. Misalignment of density and pressure gradients

results in baroclinic vorticity deposition, leading to inter-

face deformation and mixing of the two fluids. A finite

amount of energy is deposited during the shock-interface

interaction, and it is the transfer and dissipation of this

energy that govern the development of the instability.

When a shock wave passes through a broadband interface,

a turbulent mixing layer develops at late times and an

accurate description of both the concentration and velocity

fields is vital to characterizing this mixing zone. An inti-

mate understanding of the RMI is crucial to the success of

inertial confinement fusion (ICF) experiments since the

RMI contributes to mixing that inhibits efficiency in ICF

and limits the energy production needed for ignition (Ma

et al. 2013). The RMI also plays an important role in the

understanding of astrophysical phenomena, especially su-

pernovae where stellar core elements are seen at earlier-

than-predicted times due to RMI mixing (Arnett 2000).

While traditional particle image velocimetry (PIV)

methods are often used to obtain velocity fields in fluid

flows, implementing these methods simultaneously with

scalar imaging is often difficult or in some cases impossi-

ble. Even in cases where it is possible to make concurrent

PIV and concentration measurements (Prestridge et al.

2000), seeding a flow with particles to perform PIV will

inherently have several downsides. Perhaps the two most

prominent limitations associated with seeding a fluid flow

include the potential for limited flow tracking fidelity and

the possible influence of particles on the dynamics of the

flow (Vorobieff et al. 2011). To avoid these issues, meth-

ods have been developed that allow for velocity field

extraction through the correlation of two successive scalar

images. These techniques have been applied previously to

planetary imaging, vision research, and to some fluid

mechanics experiments (Tokumaru and Dimotakis 1995).
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In this publication, we apply one of these techniques,

Advection-Corrected Correlation Image Velocimetry

(ACCIV) (Asay-Davis et al. 2009), to a turbulent mixing

layer caused by the RMI. This is the first application of this

technique to high-speed, turbulent RMI flows; therefore,

we provide the necessary validation by also applying the

technique to numerical simulations.

2 Experimental setup

Image pair data were obtained at the Wisconsin Shock

Tube Laboratory: a downward-firing, 9.13-m-vertical

shock tube comprised of a circular driver section of 47 cm

diameter and a square driven section with 25.4 cm sides

(Anderson et al. 2000). The two sections are initially sep-

arated by a steel diaphragm, which is burst—creating a

shock wave—by opening a set of pneumatically controlled

fast-acting valves that connect the driver section to a pair

of high-pressure boost tanks. In the driven section, a

gravitationally stable stagnation plane is created by flowing

helium seeded with 6.5 % acetone by volume from the top

of the tube and argon from the bottom. The interface is

continuously evacuated through slits on the tube wall at the

interface location. After the stagnation plane has stabilized,

a statistically repeatable, broadband, shear layer initial

condition (Weber et al. 2012) is set up by injecting pure

argon and the helium–acetone gas mixture through the side

wall of the tube at the interface, as shown in Fig. 1.

Once the shear layer initial condition (Atwood number

0.7) has fully developed, a Mach 2.2 planar shock wave

propagates downward and impulsively accelerates the

interface, creating a turbulent mixing zone. Two 308 nm

excimer lasers are employed for planar laser-induced

fluorescence (PLIF), and a Lavision Flowmaster camera

captures a pair of images of the mixing layer 2.055 and

2.085 ms after the initial shock-interface interaction.

This time separation of images ensures that diffusion

effects between helium and argon are small compared with

advection in the flow. With a diffusion coefficient for He–Ar

of Dab = 0.35 cm2/s and a characteristic diffusion time of

sD = 30 ls, we find the diffusion length d = 2(pDabsD)�

(Brouillette and Sturtevant 1994) to be 114 lm. This diffu-

sion length represents the largest possible length scale of

diffusion effects and is less than the experimental spatial

resolution of 144 lm; therefore, these effects remain unre-

solved and insignificant compared with advection effects.

3 Data processing

After obtaining the raw experimental image pairs, each

post-shock image is corrected for non-uniform laser profile,

laser sheet divergence, and Beer’s law attenuation, pro-

ducing images of relative acetone concentration (Weber

et al. 2012). The 1D gas dynamics velocity is also sub-

tracted from the second post-shock image to shift the

interface up to the same location as in the first post-shock

image. This is done to increase the probability that the

algorithm will detect a velocity vector and is similar to the

technique of displacing the initial interrogation windows in

PIV analysis. The actual bulk velocity is recovered and is

slightly different from the 1D velocity, as evident by the

(b)

Helium + Acetone

Argon

(a)

Fig. 1 a Experimental setup. b Initial condition image corrected to

show relative acetone concentration with flow direction from left to

right

1823 Page 2 of 8 Exp Fluids (2014) 55:1823

123



nonzero mean of the streamwise velocity. It is this cor-

rected image pair (see Fig. 2) that is used as input to the

ACCIV method, allowing for calculation of the velocity

field within the mixing layer.

The ACCIV algorithm is a multi-pass automated cor-

relation image velocimetry (CIV) method originally

developed to determine velocity fields in the Jovian

atmosphere from scalar images with large time separation

(Asay-Davis et al. 2009). ACCIV works by initially finding

a box of pixels in the first image that is well correlated with

a box of pixels in the second image, from which it calcu-

lates a rough estimate of the velocity field. The algorithm

will then construct a shear field from this first approxi-

mation of velocity and perform a second correlation pass,

this time accounting for distortion by shear. ACCIV then

uses the full velocity field to both displace and distort the

features before applying the two passes in the CIV method.

Once this more accurate velocity field has been deter-

mined, the correlation search box size can be reduced and

iterative improvement of the velocity field can begin.

Four passes of ACCIV were applied to experimental

RMI image pairs in order to determine the velocity field

within the mixing layer. In each pass, a reduction of the

correlation box size, search range, or stride was made. The

correlation box size is the size of the box of pixels used to

perform correlations, the search range is the range of pixels

over which to search for correlations, and the stride is the

number of pixels the correlation box is shifted by between

correlations. Between each pass, the correlation box size

was reduced to between 60 and 83 % of the previous box

size, leading to a final correlation box one-third of the

original box size. The search range was reduced by 70 %

between the first and second ACCIV pass only, while the

stride was reduced by one pixel each pass leading to a final

stride of one pixel. Typical velocity field results are shown

in Fig. 3. Since the flow was not seeded with particulate

markers, ACCIV relies on gradients in the scalar images to

find correlations between the two images; it leaves patches

of no data in regions of constant mole fraction and regions

of weak gradients. In a 3 cm 9 3 cm region in the center

of the mixing layer, velocity data are obtained in approx-

imately 83.3 % of the flow. Comparison with Fig. 2 shows

a close correlation of regions of no velocity with pure

(white or black) scalar regions.

4 Numerical validation

Before discussing the experimental results in-depth, we

first assess the accuracy of ACCIV by applying it to scalar

images from a 3D RMI simulation. These simulations

matched the spectral content and thickness of the experi-

mental initial condition by using an initial condition

defined by the summation of three error functions,

n x; y; zð Þ ¼ 1

2

1

3
1� Erf

z� z1 þ a1 x; yð Þ
d1

� �� ��

þ 1

3
1� Erf

z� z2 þ a2 x; yð Þ
d2

� �� �

þ 1

3
1� Erf

z� z3 þ a3 x; yð Þ
d3

� �� ��

where d1–d3 and z1–z3 were adjusted to match the span-

wise-averaged mole fraction profile, the perturbations a1,

a2, and a3 were adjusted to match the experiment’s span-

wise mole fraction variance, and the perturbations were

randomly generated using the power-law spectrum of the

experimental initial condition (Weber 2012). The simula-

tions were performed using the high-order hydrodynamics

code Miranda (Cook 2007) and have a spatial resolution of

315 lm. The growth rate of the interface showed conver-

gence at this resolution in similar RMI simulations (Weber

et al. 2013; Olson and Greenough 2014).

Despite its similarities with experiment, the simulation

was not meant to exactly model the experimental data.

Rather, the simulation serves as a means to create a pair of

density fields, with a known velocity field between them,

containing similar structure and gradient distribution to

experimental image pairs (see Fig. 4). In this way, velocity

results from ACCIV applied to simulation concentration

fields can be directly compared with the known velocity

Fig. 2 Sample corrected post-

shock image pair
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field from the simulation to better understand ACCIV’s

reliability when applied to a shock-accelerated mixing

layer. Because ACCIV can only return velocity values

within the mixing layer due to its scalar gradient require-

ment, a comparison is also made to the simulation velocity

field after removing regions where ACCIV is unable to find

a velocity vector; this is referred to as the masked simu-

lation result.

In addition to direct comparison with a known velocity

field from simulation, results from ACCIV were also

compared with traditional PIV results using a synthetic PIV

image pair. The PIV images were created by randomly

generating an image of Gaussian particles, size 0.5 pixel,

for the first image and advecting the particles using the

simulation velocity for the second image. The images

approximated a typical particle seeding density of 256

particles per 32 9 32 pixel box, a 25 % particle load. Out-

of-plane motion and particle inertia were neglected. Unlike

ACCIV, PIV methods are not limited by lack of gradients

in the scalar field; however, the resolution of PIV velocity

field results is dependant on the PIV method used and will

often be a fraction of the initial image resolution, though

modern PIV techniques are improving on this limitation

(Westerweel et al. 2013). For this reason, PIV results were

not only directly compared with simulation data and AC-

CIV, but also with a down-sampled simulation field that

matches the resolution of our PIV results.

PIV was carried out using two different software pack-

ages: Insight 3G, proprietary software from TSI, and

OpenPIV, an open source PIV algorithm (Taylor et al.

2010). For each method, a box size of 8 pixels was

employed with a 50 % overlap. The velocity magnitude

within the mixing layer is shown in Fig. 5 from various

methods. Upon examining each field in Fig. 5, it is seen

Fig. 3 Sample ACCIV velocity

field results in m/s. a Transverse

velocity field. b Streamwise

velocity field

Fig. 4 Comparison of

experimental structure and

gradient distribution with

simulation. a Experimental

concentration field.

b Simulation concentration

field. c PDF of density gradients

in transverse direction. d PDF of

density gradients in streamwise

direction
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that ACCIV returns higher resolution results than do PIV

methods; however, ACCIV only finds velocity vectors in

the mixing region, while PIV methods yield full field

results. It should be noted that, like ACCIV’s dependence

on scalar gradients to find velocity vectors, PIV methods

rely on particulate markers and will not return vectors

where the flow contains an insufficient number of particles.

Experimentally, it can be difficult to fully and uniformly

seed the entire field of view, so PIV will suffer from

intermittency problems in many cases as well.

The probability density functions (PDFs) of each

method’s streamwise and transverse velocity fields are

shown in Fig. 6a, b, respectively. The 1D gas dynamics

velocity of 610 m/s has been subtracted off the streamwise

component. All methods show close similarities with the

simulation’s PDFs. ACCIV reproduces the width of the

transverse PDF, but fails to capture the magnitude of the

PDF peak at zero velocity. Alternatively, Insight 3G most

accurately reproduces the PDF peak, but has oscillatory

behavior near the half width that does not agree with the

simulation.

The standard deviation values and RMS values from

these PDFs are reported in Table 1. The ACCIV method

produces the closest agreement to the streamwise veloc-

ity’s standard deviation. In the transverse direction, the

Insight 3G PIV method produces better agreement, but the

ACCIV method is only larger than the simulations’ stan-

dard deviation by 13 %. While the ACCIV method fails to

reach the peak at near zero velocity that can be seen in the

PDFs of simulation and PIV results, we see good agree-

ment between ACCIV and the masked simulation velocity

field values. This indicates that most of the zero velocity

Fig. 5 Velocity magnitude

fields in m/s for various

methods of velocimetry

a simulation, b masked

simulation, c ACCIV, d down-

sampled simulation, e OpenPIV,

f Insight 3G, g corresponding

scalar field in units of relative

acetone concentration
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lies outside the mixing layer, so a majority of the field

being masked by ACCIV is near zero velocity. We also see

reasonable agreement between PIV and the down-sampled

simulation velocity values as was expected due to the loss

of resolution associated with performing PIV.

The planar turbulent kinetic energy (TKE) spectrum of

the ACCIV velocity field results were also directly com-

pared with the simulation planar TKE and the masked

simulation planar TKE spectra. These spectra are then

normalized by their peak value and plotted with the scalar

variance energy spectrum of the post-shock images (also

normalized by its peak value) for comparison as shown in

Fig. 7. While reasonable agreement is seen between AC-

CIV and the simulation, the ACCIV planar TKE spectrum

has a slope much closer to that of the scalar variance than

one might expect from the masked simulation spectrum.

We also notice more noise introduced at the highest

wavenumbers for ACCIV results than is seen for the

masked simulation spectrum.

5 Experimental results

With the substantiation of ACCIV as a viable PIV alter-

native for RMI flows, we now shift our focus to experi-

mental results. From ACCIV velocity field output from

experimental data, velocity PDFs are generated and com-

pared in Fig. 8. Noting a nearly Gaussian distribution of

velocity, a normal distribution was fit to the data and a

standard deviation of 3.26 m/s was found for the transverse

velocity, and 4.73 m/s was found for the streamwise

component. The mean flow in the streamwise direction was

Fig. 6 PDFs of velocity field from simulation. a Transverse field. b Streamwise field

Table 1 Comparison of RMS values and standard deviation of nor-

mal distribution fit (with 95 % confidence intervals) to PDFs of

velocity field for each velocimetry method

Method r [m/s] RMS [m/s]

Simulation–stream 8.80 ± 0.05 9.51

Masked sim–stream 9.89 ± 0.07 11.09

Down-sampled–stream 8.47 ± 0.19 9.20

ACCIV–stream 9.30 ± 0.06 10.30

OpenPIV–stream 7.92 ± 0.18 7.94

Insight 3G–stream 7.02 ± 0.16 7.26

Simulation–trans 5.53 ± 0.03 5.55

Masked sim–trans 6.51 ± 0.04 6.53

Down-sampled–trans 5.40 ± 0.12 5.42

ACCIV–Trans 6.27 ± 0.04 6.31

OpenPIV–trans 6.34 ± 0.14 6.34

Insight 3G–trans 5.47 ± 0.12 5.47

Fig. 7 Planar TKE and scalar variance energy spectra for Simulation

and ACCIV data
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subtracted off for comparison with flow in the transverse

direction, leaving fluctuations around a peak at zero

velocity for both components. PDFs of the experimental

data show that approximately 99 % of the spanwise and

streamwise velocity lies between ± 8.5 and ± 12.4 m/s,

respectively. This shows reasonable agreement with the

spanwise velocity component shown by Balakumar et al.

(2008), though we note a broader distribution of stream-

wise velocity fluctuations as compared to the transverse,

suggesting a more anisotropic flow.

Measurements of anisotropy were also made both across

and through the 5–95 % concentration region of the mixing

layer. Figure 9 shows the ratio of the transverse to

streamwise RMS velocity. A mean value of 0.79 across the

mixing layer and 0.65 through the mixing layer, each with

fluctuations both above and below 1, indicate that while the

streamwise and transverse components of velocity are

nearly balanced, neither component is universally domi-

nant within the mixing layer. This anisotropy measurement

has been predicted by simulations, but has not previously

been measured in experiments. Using the scaling described

by Lombardini et al. (2012):

t� ¼ Du

a0

� ��1=2

k0AþDuð Þt

where Du is the change in interface velocity induced by

the shock, a0 is the sound speed of unshocked heavy gas,

k0 is the dominant wavenumber, A? is the Atwood

number, and t is time. We obtain a dimensionless time of

t* = 150 for our experimental data and find that our ratio

of streamwise to transverse Reynolds numbers is in close

agreement at a value of 1.9. In comparison with the work

of Thornber et al. (2010), we find that our ratio of fluc-

tuating velocities puts our experimental work at a

dimensionless time of 30 based on Thornber et al.’s

(2010) definition. Both the aforementioned studies suggest

that our flow has not quite yet reached the equilibrium

between the streamwise and transverse RMS kinetic

energy production terms.

With the RMS velocity determined from ACCIV results,

the Taylor Reynolds number of the flow can be found by

first calculating the Taylor microscale. This is done by

computing the curvature of the autocorrelation curve of the

scalar field at r = 0 by fitting a parabola to the central

seven points, that is, the r = 0 point, the next three points,

and the equivalent three points on the negative r side of the

correlation. A Taylor microscale of k = 4.2 mm is found

for experimental data. Along with m = 1.6e–5 m2/s, this

gives a Taylor Reynolds number of approximately

Rek = hu2i1/2k/m = 855, which is over the turbulent tran-

sition (Dimotakis 2000). Using the relation Re = (3/

20)*Rek
2 (Pope 2000), we find a Reynolds number of 1.1e5,

which is slightly higher than might be expected for the flow

(Weber et al. 2014). This may be due to the fact that

ACCIV returns velocity values only inside the mixing

layer, masking the lower velocity outside of it; this would

lead to a higher than expected RMS velocity, thus

increasing the Reynolds number.Fig. 8 PDFs of velocity field from experiment

Fig. 9 Ratio of u/w RMS

velocities within the mixing

layer in the a transverse

b streamwise direction
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6 Conclusions

This work presents the first velocity field measurements

made in the mixing layer of shock-induced RMI flow using

the ACCIV technique. Results show that the flow appears

to not have quite reached equilibrium between production

of kinetic energy in the streamwise and transverse direc-

tion. We find good agreement with simulation and see that

ACCIV is able to both return a large number of vectors and

give correct values where it is able to detect velocity. The

ACCIV technique also has potential to return much higher

resolution than PIV methods. While the main drawback of

the ACCIV technique is the absence of located vectors in

uniform scalar regions of experimental data, these flaws

must be weighed against the limitations associated with

PIV for a particular setup. A comparison with traditional

experimental PIV methods will be studied further in a

following paper.
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