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Abstract

Selective two-photon absorptive resonance femtosecond laser electronic excitation tagging
(STARFLEET) velocimetry is characterized for the first time at high-pressure, low-temperature
conditions. Studies were carried out in the NASA Langley Research Center’s 0.3 meter
transonic, cryogenic wind tunnel, with flow conditions spanning the entire operational envelope
of the facility; total pressures ranging from 100 kPa to 517 kPa, total temperatures from 80 K to
327 K, and Mach numbers from 0.2 to 0.85. STARFLEET signal intensity and lifetime
measurements are examined for their thermodynamic dependencies since both intensity and
lifetime have implications for measurement precision. Signal intensity is found to be inversely
proportional to density, while lifetime scales nearly linearly with density until approaching the
liquid-vapor saturation point of nitrogen. The velocity measurement accuracy and precision are
assessed over the full domain of conditions, and standard error was determined to be 1.6%,
while precision ranged from roughly 1.5% to 10% of the freestream velocity. The precision was
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also observed to have a temperature dependence, likely a result of the longer lifetimes

experienced at higher densities.
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1. Introduction

The importance of transonic, cryogenic wind tunnels (TCTs)
in aerospace vehicle research and development cannot be over-
stated. These unique facilities allow for the testing of scaled
models at flight-accurate Reynolds numbers, providing valu-
able information on the aerodynamic effects experienced inf-
light. To achieve these large Reynolds numbers—which can
be in excess of 4.2 x 108 m~' [1]—TCTs run at high static
pressures and low temperatures, which increases flow density
while decreasing dynamic viscosity [2—4]. Operating in this
extreme environment necessitates rugged construction of the
wind tunnel facility and produces a challenging testing envir-
onment which is often not amenable to the implementation of

1361-6501/20/075203+15$33.00

measurement techniques—optical measurement techniques in
particular. Limited optical access, large vibrations, frost accu-
mulation, and thermal expansion and contraction of the facil-
ity are just some of the factors that contribute to the difficulties
encountered when making measurements in large-scale TCTs.

Despite the significant challenges associated with testing
in high-pressure, cryogenic wind tunnels, several diagnostics
have found use in TCTs, albeit to varying levels of success.
Measurement techniques such as photogrammetry [5, 6] and
Moiré interferometry [7] have been successfully applied in
the National Transonic Facility (NTF) and the European Tran-
sonic Windtunnel (ETW) to provide aeroelastic deformation
measurements on a variety of different models. On-body sur-
face pressures and temperatures have been measured using
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cryogenic pressure- and temperature-sensitive paints [8—12].
In the NTF, flow disturbance measurements were made using a
survey rake containing various temperature, velocity, and pres-
sure probes; however, the cryogenic environment was found
to negatively impact the survivability and repair of hot wire
probes [ 13]. Other off-body measurements that have been suc-
cessfully employed in TCTs include density-sensitive tech-
niques such as Rayleigh scattering [ 14—16], schlieren [17], and
shadowgraphy [4].

Though many of the aforementioned measurement tech-
niques have seen widespread application across several dif-
ferent cryogenic wind tunnels, the use of optical velocimetry
in TCTs remains limited. Techniques such as particle image
velocimetry (PIV) [9, 18, 19] and Doppler global velocimetry
(DGV) [20] have only seen use in the European TCT facilities
of ETW and the cryogenic wind tunnel Cologne (DNW-KKK).
While these techniques have been proven to provide two-
dimensional, two-component velocity fields in a high-speed,
cryogenic flow (including time-resolved measurements of tur-
bulence in the wake of a stalled aircraft wing [21]), these types
of measurements are disallowed in the NASA TCT facilities
due to their reliance on particle seeding. The introduction of
tracer particles is forbidden in NASA’s TCTs to prevent dam-
age to sensitive facility components, as well as inhibit abras-
ive erosion of the tunnel interior and the collection of particles
(such as water vapor ice) on test models, which causes sur-
face roughness. Although active particle seeding is prohibited
in the TCTs of NASA, two studies have relied on naturally-
occurring seed present in the Langley 0.3 m TCT facility in
order to carry out laser Doppler velocimetry [22] and laser
transit anemometry [23]. Both of these studies found success
over a limited range of the tunnel operating conditions, but the
seeding methods used were neither repeatable nor consistent,
and the source of the seed remained undetermined.

To avoid restrictive operational protocols and other issues
associated with particle seeding, one option is to utilize a
class of optical velocimetry techniques known as molecular
tagging velocimetry (MTV). MTV methods rely on the use
of molecules, rather than particles, to act as a tracer. Often
times the tracer molecule is naturally present in the test gas
(e.g. N in air or nitrogen wind tunnels) and altogether pre-
vents the need to seed the flow; this subclass is known as
unseeded MTV. Femtosecond laser electronic excitation tag-
ging (FLEET) [24] is one such unseeded MTV technique,
wherein a laser is used to dissociate and ionize molecular nitro-
gen. The subsequent recombination of nitrogen atoms results
in a long-lived (on the order of 10 ps) emission which can
be used to track the tagged region of fluid and measure velo-
city. The pressure dependence of the FLEET signal intensity
[25] and the effect of temperature on the FLEET spectrum [26]
have also been investigated, and show potential for providing
amethod of obtaining simultaneous multi-parameter measure-
ments using the technique. Further information about FLEET
can be found in references [24, 27] and in part I of this series
of papers [28]. Another recently developed unseeded MTV
measurement technique (belonging to the same class of optical
diagnostics as FLEET) is picosecond laser electronic excit-
ation tagging (PLEET) [29]. PLEET is a high-speed variant

of FLEET that utilizes a pulse-burst laser system to make
unseeded velocity measurements at up to 100 kHz. Further
details regarding PLEET are given in reference [29] and in
part II of this series of papers [30].

Yet another variant of FLEET (and the focus of the current
work), is selective two-photon absorptive resonant FLEET
(STARFLEET) [31]. The STARFLEET technique exploits

+ +
the resonant excitation of the Ny a”! > <= X'>" transition

[31, 32] via two-photon absorption near 8202 nm, \i/hich allows
for emission intensities similar to FLEET using a small frac-
tion of the laser energy. A number of benefits can be gained
by utilizing the resonant nature of STARFLEET. Primarily,
while FLEET causes large thermal perturbations on the order
of 100 s of K (and PLEET causes an even greater temperature
rise), the thermal perturbation accompanying STARFLEET
is greatly reduced (on the order of 10 K), minimizing the
disturbance of the measurement on the flow of interest and
increasing thermometric accuracy [31]. The lower laser ener-
gies required by the STARFLEET technique also results in less
severe damage to materials such as mirrors, windows, and test
models. In addition to the many benefits afforded by the tech-
nique, STARFLEET also comes with several drawbacks. The
deep-UV wavelength required for resonant excitation neces-
sitates the use of costly windows and focusing optics, and,
combined with the ultra-fast nature of the femtosecond pulse,
leads to large energy losses at each turning mirror. In spite of
these challenges, STARFLEET has been successfully demon-
strated at 300 K in the NASA Langley 0.3 m TCT in both the
freestream and in the wake behind a cylindrical model [33, 34].
This work serves as the third installment in a series of
papers detailing unseeded velocimetry techniques applicable
in nitrogen for use in high-pressure, cryogenic wind tunnels.
While the first paper [28] covers FLEET, and part II [30]
details PLEET, the present paper will characterize the STAR-
FLEET technique. As with the previous two works, the stud-
ies described herein were conducted in the NASA Langley
0.3 m TCT and covered conditions spanning the entire oper-
ational envelope of the facility. STARFLEET is assessed for
accuracy and precision, and the thermodynamic dependencies
of the technique are explored. The following section outlines
the experimental setup, detailing the wind tunnel facility, laser
delivery system used to write the STARFLEET line, and the
imaging system used to capture the signal. Section 3 covers
a set of fundamental studies conducted to better understand
the STARFLEET signal, including the effect of laser energy,
excitation wavelength, and the emission spectrum. Data pro-
cessing (including preprocessing, peak-signal determination,
and velocity and signal lifetime calculations) is described in
section 4, while section 5 provides experimental results and a
discussion. Final conclusions are drawn in section 6.

2. Experimental setup

The experimental setup utilized in these experiments is
described in detail in this section. Subsection 2.1 discusses the
0.3 m facility, subsection 2.2 outlines the ‘write’ system used
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to produce and deliver the laser beam to the test section, and
subsection 2.3 details the ‘read’ system that was employed to
record the STARFLEET signal.

2.1. Test facility

The NASA Langley 0.3 m transonic cryogenic wind tunnel
is a fan-driven, closed-loop wind tunnel capable of operating
with air, nitrogen, or sulfur hexafluoride as the test gas [2]. All
results presented in this work were conducted in pure nitro-
gen to allow for the highest Reynolds numbers and optimal
performance of the STARFLEET technique. The test section
of the wind tunnel has a double-shelled construction, consist-
ing of an outer pressure shell to contain the high pressure
experienced during operation, and an inner test section through
which the test gas flows. The dimensions inside the test sec-
tion are 0.33 m x 0.33 m, and the top and bottom walls are
aerodynamically parallel—slightly divergent to account for
the growth of the boundary layers. Optical access into the test
section was provided through two sets of windows: one pair
of quartz (amorphous SiO;) windows for imaging the STAR-
FLEET signal, and one pair of magnesium fluoride (MgF,)
windows to allow for laser passage.

The wind tunnel is capable of operating at total pressures
ranging from 100 kPa to 517 kPa, total temperatures from
80 K to 327 K, and Mach numbers from 0.2 to 0.85 [2].
The 0.3 m TCT facility was equipped with an array of static
and total pressure probes, as well as thermocouple probes and
strain gauges; collectively known as the data acquisition sys-
tem (DAS). The DAS recorded and displayed relevant test
conditions, and read this data into a network of facility com-
puter systems for processing. Velocities were calculated using
the static and total pressure probes, a total temperature probe,
and a real-gas equation of state (Beattie-Bridgeman equa-
tion) for computing the density of the gas [30]. Each time a
STARFLEET measurement was taken, a data point from the
facility DAS system was also recorded for validation and veri-
fication of the STARFLEET velocity measurement in post-
processing.

2.2. Write system

The ‘write system’ consists of all components necessary
to produce and direct the laser beam used to write the
STARFLEET line, as well as focus the beam within the meas-
urement region inside the test section. The source of the write
system was a regeneratively amplified Ti:sapphire laser sys-
tem (Spectra-Physics Solstice) with a repetition rate of 1 kHz,
a temporal bandwidth of 92 fs, a center wavelength of 807 nm,
and a bandwidth of 13 nm. This laser was used as input
to a fourth-harmonic generator (FHG) [35] in order to cre-
ate the 201.75 nm light that was used to write the STAR-
FLEET line. After exiting the FHG, the spectral bandwidth of
the frequency-quadrupled beam was approximately 1 nm and
was directed to the wind tunnel using a series of remotely-
adjustable mirrors. Several of the mirrors were equipped with
a camera monitoring the location of the beam on the mirror,
which allowed for real-time adjustment and alignment of the

beam in order to compensate for any misalignment due to
thermal expansion and contraction of the wind tunnel. Once
the beam reached the wind tunnel, it penetrated the outer pres-
sure shell through a 5 mm thick MgF, window, passed through
a 250 mm MgF, focusing lens located in the plenum, and
entered the test section through a second MgF, window loc-
ated in the test section wall. A schematic showing the exper-
imental setup, including the path of the laser beam, is shown
in figure 1.

Although the laser system produced approximately
90 pl/pulse at the exit of the FHG, only 26 pJ/pulse were
present inside of the test section. This drop in energy was
caused partially by the UV laser propagating through air,
but also from losses incurred at each mirror, focusing optic,
and window. Despite only delivering 32.5% of the available
laser energy to the test section, the 26 pJ/pulse represents a
>3 x increase in delivered energy over previous STARFLEET
tests conducted in the same facility [33, 34]. This increase
in energy delivered to the test section was obtained through
a combination of a 33% increase in output energy from the
FHG compared with previous studies, as well as a reduction
in the total number of mirrors used to direct the laser beam to
the measurement region.

2.3. Read system

The ‘read system’ records a time series of images of the STAR-
FLEET line created by the write system in order to obtain the
raw data used for velocimetry and lifetime measurements. As
a result of the spectral study conducted prior to the experi-
mental campaign, STARFLEET emission was recorded using
a UV high-speed image intensifier (LaVision HS-IRO with an
S20 photocathode and a P46 phosphor screen) lens-coupled
to a high-speed CMOS camera (Photron SA-Z). A 100 mm
focal length, f/2 UV Halle lens was used for imaging the
STARFLEET emission, yielding a magnification of 1/8. Given
a standoff distance of approximately 0.9 m, the collection
solid angle is ~0.0024 sr, resulting in the collection of about
0.02% of the total STARFLEET signal. Signal levels could be
increased in future experiments by using an objective lens with
a lower f-number and shortening the standoff distance; how-
ever, this was not possible in the current campaign due to cost
and facility constraints.

The imaging system viewed the STARFLEET signal using
a 6.35 cm diameter AR-coated quartz window to penetrate
the outer pressure shell, and a second quartz window within
the test section wall. An imaging periscope, along with the
relative positions of the two quartz windows, afforded the
perspective to view the STARFLEET line from above, rather
than using the quasi-boresight configuration utilized in many
previous experiments carried out in the 0.3 m TCT [28, 30,
36-38]. The read system captured 12 frames of data (with 1 ps
exposure every 2.5 us, corresponding to a rate of 400 kHz) for
each run condition. This is twice the time interval captured in
earlier STARFLEET experiments [33, 34], which was made
possible due to the increased laser energy delivered to the test
section. The first frame of each set was a ‘cleaning frame’
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Figure 1. Schematic of imaging and optical setup used in the 0.3 meter TCT for STARFLEET experiments (top—overhead view;
bottom—perspective view). The camera views the STARFLEET line from above using the imaging periscope. The MgF, and quartz

windows are for laser delivery and imaging, respectively.

used to remove unwanted accumulated charge from the cam-
eras detector, the second frame was a background image used
in data processing, and the last 10 frames contained the STAR-
FLEET signal at several time delays (with the first frame con-
taining STARFLEET signal occurring 1.2 ps after the laser
pulse). While every set contains up to 10 frames of STAR-
FLEET data, there is only one laser pulse per set. Figure 1
shows a schematic of the experimental setup, including the
read system.

3. Fundamental studies

Because STARFLEET is a relatively new technique, funda-
mental studies must be conducted to better understand how
the technique behaves and to guide the experimental setup.
This is accomplished through three independent studies. First,
a wavelength study is conducted to explore the sensitivity of

the technique to excitation wavelength of the laser and determ-
ine the wavelength corresponding to peak resonance. Next the
effect of varying laser excitation energies is explored in section
3.2. Finally, the spectrum of the STARFLEET signal emission
is studied in section 3.3 using a spectrometer and a series of
Wratten filters.

3.1. Excitation wavelength study

Given that STARFLEET is a resonant technique, it should be
relatively sensitive to excitation wavelength. To ensure stud-
ies were conducted at peak resonance, the laser beam used to
write the STARFLEET line was tuned to seven wavelengths
between 201.3 nm and 202.8 nm, and images were taken
of the resultant signal. At each wavelength, 400 images are
obtained and averaged to provide a corresponding maximum
signal intensity. Relative intensity was plotted as a function of
wavelength, and results were fit to a Gaussian model in order
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Figure 2. Excitation scan showing the relative STARFLEET signal
intensity as a function of laser wavelength. A Gaussian fit to data
indicates peak resonance occurs at approximately 201.8 nm.

to determine the wavelength corresponding to peak resonance
(Apeak)- This is demonstrated in figure 2, where data points
are represented by dots, a Gaussian fit to the data is shown
as a solid line, and the peak of the fit is shown as an open
diamond. This method of determining peak excitation-pulse
wavelength is the same as that used by Jiang e? al to determine
that a nearly seven-fold enhancement of fluorescence signal
could be obtained by resonant excitation of nitrogen [31]. In
the present work, Apcqx Was determined to be approximately
0.5 nm lower than the peak wavelength found by Jiang et al
and used in previous applications of the STARFLEET tech-
nique [31, 33, 34]. As a result of this wavelength study, a cen-
ter wavelength of 201.75 nm was chosen for the experimental
campaign described in this report.

3.2. Energy study

In addition to selecting the optimal resonance excitation-pulse
wavelength, a study on the effect of laser energy was con-
ducted to better understand the scaling of the signal intens-
ity and ensure peak STARFLEET signal intensity was utilized
in further testing. A similar study was carried out by DeLuca
et al for the FLEET technique and found the maximum signal
intensity scales linearly with laser energy, but investigated a
pulse energy range on the order of mJ/pulse, rather than the
w/pulse used in the current studies [25]. Research conducted
by Pouya et al showed that frequency-doubled resonant femto-
second MTYV signal intensity (as a function of power) was
best approximated by a quadratic function [39]. In the current
work, laser energy was varied from 18 p/pulse to 84 pl/pulse
and the STARFLEET signal intensity was recorded by the ima-
ging system. Peak signal intensity recorded by the camera was
averaged for 400 images to account for minor fluctuations in
the laser power. Results of the energy study are summarized in

| ¢ Data
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Figure 3. STARFLEET signal intensity as a function of laser
energy. Energy shown indicates laser energy at the exit of the FHG,
energy in the test section was 32.5% these values.

figure 3, where data points are shown as dots, with error bars
representing the uncertainty in the mean, and a quadratic fit
to the data is shown as a dashed line. The energy reported in
this study indicates the laser energy at the exit of the FHG, and
is illustrative of how much potential signal was forfeit due to
optical transmission losses. While figure 3 indicates that the
intensity approximately follows a quadratic, previous studies
have shown the STARFLEET signal to be linear with energy
after passing a certain threshold [31]. This discrepancy, which
is likely the results of using less than 5% of the laser intensity
as the seminal work, has other implications that will be shown
in the following subsection. Regardless of the study conduc-
ted, all results indicate that a larger laser pulse energy corres-
ponds to higher STARFLEET signal intensities over the range
of pulse energies investigated. As a result, the maximum out-
put laser energy of approximately 90 pJ/pulse was used for the
results obtained in the present work.

3.3. Spectral study

The final fundamental STARFLEET study conducted prior to
the experimental campaign involved an investigation of the
STARFLEET signal spectrum. The spectrum of the STAR-
FLEET signal in a 300 K nitrogen jet flow was measured using
an Ocean Optics model USB4000 spectrometer, and calib-
rated against the known lines of a mercury-argon light source.
A total of five spectra, each consisting of a 20 s integration
time, were averaged together before subtracting an averaged
background spectrum. The background-subtracted spectrum
is shown in figure 4(a). This spectrum shows strong signal in
the UV attributable to the N, second positive and first negat-
ive bands (~300-440 nm), but shows very little signal in the
visible range attributable to the N first positive band (~500—
900 nm), which is associated with the FLEET signal used for
velocimetry [36]. This also differs from results reported by
Jiang et al, which indicated a majority of the STARFLEET
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Figure 4. STARFLEET emission spectral behavior. (a) Spectrum of the STARFLEET signal as measured by a spectrometer. (b) Relative
signal intensity as a function of filter cutoff wavelength, comparing the integrated spectrometer spectrum to the delayed signal detected by
the camera using Wratten long-pass filters at various cutoff wavelengths. Both methods indicate that a majority of the emission is in the UV.

signal occurring at wavelengths longer than 550 nm [31],
though a spectrum extending above 359 nm was never shown.
With the lower laser intensity and higher gas molecule num-
ber density used in the present work (compared with [31]),
the STARFLEET excitation and emission mechanism could be
significantly different. In the current experiment, multi-photon
absorption induced emission and dissociation might dominate;
however, in the low number density conditions used by Jiang
et al, STARFLEET might be dominated by multi-photon
absorption induced ionization and dissociation. A more
detailed study may be warranted to further explain these dif-
ferent excitation pathways, but lies outside the scope of this
paper, as the focus of this work is the application of the
STARFLEET technique.

To confirm the results obtained using the spectrometer,
delayed STARFLEET emission was also imaged through a
series of Wratten long-pass filters. By first taking unfiltered
images of the STARFLEET signal and averaging them
together, a total intensity could be determined for the emission
resulting from resonant excitation of nitrogen. After obtain-
ing a measurement for total intensity seen by the imaging
system, a Aqyoff = 464 nm long pass filter was placed in
front of the objective lens and another series of images were
taken and averaged together. This averaged, filtered signal

was then divided by the total signal to give a relative intens-
ity coming from the spectral region at wavelengths higher
than 464 nm. This process was repeated with three additional
filters at Acyor = 425 nm, 410 nm, and 390 nm; results are
summarized as open triangles in figure 4(b). These results are
compared against the results obtained using the spectrometer
by summing all signal from Ay to the end of the meas-
ured spectrum, then diving by the sum of the entire spec-
trum. A comparison of the integrated spectrum and filtered
signal results is given in figure 4(b), where dots represent
the integrated spectrum, and open triangles show the STAR-
FLEET signal with error bars representing uncertainty in the
mean. Unfortunately, the authors did not have access to Wrat-
ten filters with a Acyofr below 390 nm; however, the value and
trend of the filtered results agrees well with those obtained
by integrating the measured STARFLEET spectrum. Residual
differences in the two techniques can be attributed to the ‘soft
cutoff’ edge of the Wratten filters and the fact that measure-
ments were taken at different times. As a result of this spec-
tral study, a UV-sensitive spectrometer (LaVision HS-IRO)
with an S20 photocathode was used to image the STARFLEET
signal. This imaging system is similar to the UV-sensitive
intensifiers and cameras used in previous STARFLEET studies
[31, 33, 34].
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4. Data processing

This section will describe each processing step used to
transform raw data into final velocity and signal lifetime
results. Subsection 4.1 describes the preprocessing applied to
raw data, including background subtraction, scaling, signal
binning, and image dewarping to remove lens and perspective
distortion. The determination of peak STARFLEET signal and
the corresponding location of maximum intensity is covered
in subsection 4.2. Finally, the methods used to determine flow
velocity and signal lifetimes are discussed in subsection 4.3.

4.1. Preprocessing

The first step in processing raw STARFLEET data is subtract-
ing the background signal and applying an image dewarping
to correct each frame for lens effects and perspective distor-
tion resulting from the oblique camera viewing angle. Prior
to the experiment, a set of calibration images were taken of a
target placed parallel to the path of the laser in the imaging
plane. The target consisted of a regular grid pattern of small
dots with 6.2 mm spacing between each point. The location of
each dot is determined in the calibration images using a custom
centroid-finding algorithm, and all points are then mapped to
their respective expected location given the known target pat-
tern. With the image transformation determined in this way,
the same transformation could then be applied to all frames
containing STARFLEET data. Additionally, since the phys-
ical spacing between the target dots is known, this dewarp-
ing method also allows for the extraction of a scale factor that
is used to convert pixel spacing into physical units. A typical
time series showing all 10 frames of single-shot, background-
subtracted, and dewarped images is given in figure 5(a), while
an averaged series (of 1000 shots per image) is shown in
figure 5(b). For each image in figure 5, the dark vertical line
is the STARFLEET signal which advects from left to right
with the flow, allowing for the extraction of velocity and accel-
eration. In addition to tracking rightward in each subsequent
frame, the signal is also seen to diminish in time; this signal
decay will allow for the extraction of a signal lifetime, as dis-
cussed in subsection 4.3.

The final step in data preprocessing involved binning the
data into a single bin in order to better compare with the
signal obtained in previous experiments. While the spatially-
distributed STARFLEET signal obtained in the present study
can provide important flow information (such as single-shot
velocity profiles [33, 34]), these benefits do not outweigh
the disadvantages associated with this method of imaging
(e.g. reduced signal-to-noise ratio) given the steady,
freestream flow considered in this experimental campaign.
Resultantly, and at the cost of reduced spatial resolution,
the extended STARFLEET emission data was binned into
a single bin to increase the signal-to-noise ratio (SNR) and
more closely resemble previous results obtained using the
boresight (or quasi-boresight) configuration [28, 30, 36-38]
which served to integrate all signal onto a single region of
the detector. After binning each frame of data, STARFLEET
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Figure 5. Time series of background-subtracted, dewarped
STARFLEET data for M = 0.5, P = 276 kPa, T = 150 K case.
(a) Representative single-shot dataset. (b) Time-averaged signal.
STARFLEET emission is the dark vertical band, and flow is
left-to-right.



Meas. Sci. Technol. 31 (2020) 075203

D T Reese et al

12 T T T T T T T
10
=]
& 8
Z 6
2
g
2
0.
-5.2 -2.61 0 2.61 5.2 7.83 10.44
Position [mm)]
(a)
5.2 15
x Peak x Peak
Fit % Lifetime
= = 10
£ <,
— >
S 2.6 =
x =
3 3
o g S
137t
V =123.02 m/s
0 =¥ 0
0 5 10 15 20 25 0 5 10 15 20 25
Time [us] Time [us]
(b) (c)

Figure 6. STARFLEET signal peak intensity, position, velocity and lifetime measurements. (a) Intensity profiles for all 10 frames of signal
are shown as solid lines. Profiles are fit to experimental data (marked by ‘-’) with ‘X indicating the location and value of peak intensity for
each frame. (b) Peak signal position as a function of time and corresponding fit for velocity (based on the slope of the line). (c) Peak
intensity as a function of time and corresponding fit, with a star indicating the measured STARFLEET signal lifetime.

profiles were obtained and used to quantify the maximum
signal, as well as determine the corresponding location of
peak-intensity to sub-pixel accuracy. Typical profiles are
shown as dots in figure 6(a) and discussed further in the fol-
lowing subsection.

4.2. Peak-signal determination

With the STARFLEET signal profiles determined as described
in the previous subsection, those results can be used to find
the value and position of the peak signal. This is done by fit-
ting a Gaussian model to the preprocessed STARFLEET data
in order to determine the peak signal location with sub-pixel

accuracy:
2
)|

where the first term is fit to the background signal, ensur-
ing that the second term of G (x) provides a proper fit to the

x—b1
C1

G(x) = co+ajexp [—( @))

STARFLEET signal. The Gaussian model is shown fit to data
as the solid lines in figure 6(a). From this Gaussian model
fit, the peak value is used to determine the maximum STAR-
FLEET signal for each frame, and the location corresponding
to peak intensity can be determined to sub-pixel accuracy. This
peak intensity and location is marked by ‘X’ for each of the
10 frames of data in figure 6(a) for the M = 0.5, P = 276 kPa,
T = 150 K case. As expected, the peak signal moves rightward
with the flow in each subsequent frame, and also shows signal
decay in time:

1(1) = ae” + ce®.

@

4.3. Velocity and signal lifetime calculations

Since more than two frames of STARFLEET signal were
captured in the present work, there are several ways to
extract velocity from the peak signal locations determined as
described in the previous subsection. Studies by Burns et al
have shown that the highest measure of accuracy and precision
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could be obtained using the linear regression method [36, 38],
and so a similar linear fitting method (with several constraints
introduced to ensure only valid and physical velocity results
were considered) was chosen to perform velocity calculations
in this paper. To ensure frames with low SNR are rejected
from consideration, intensity thresholding was used to only
include data with STARFLEET signal intensities above a set
value. This restriction eliminated about 3% of the frames. For
all peaks passing this criteria, the corresponding location was
plotted against time, as shown marked by ‘X’ in figure 6(b).
Once the peak signal location for all frames in a given set
were plotted against time, a line was fit to all data points that
passed the intensity thresholding; this is shown by a solid line
in figure 6(b). To further ensure only valid velocity results we
considered, all velocity fits with R? < 0.97 were excluded from
further analysis; typically this constraint eliminated less than
5% of the fits for each condition. The flow velocity is then
determined by the slope of the fit line. This analysis method
is appropriate for the measurement of freestream flow, as con-
sidered in this work, since acceleration and steep gradients are
expected to be negligible.

In addition to extracting velocity measurements, the peak
signal determination described in the previous subsection
can also be used to calculate the STARFLEET signal life-
time. Rather than plotting the position as a function of time,
if instead the peak signal intensity is plot in time, then a
bi-exponential curve can be fit to the data, STARFLEET peak
intensities are shown plotted against time as ‘X’ in figure 6(c),
while the bi-exponential fit to data is shown as a solid line. The
signal lifetime can then be defined to be the time that the sig-
nal reaches 1/e of the original value, and is shown as a star in
figure 6(c).

5. Results and discussion

This section will cover results obtained from 45 different
run conditions spanning the entire test envelope of the 0.3 m
TCT. Thermodynamic dependences of the STARFLEET sig-
nal intensity and lifetime are explored in subsection 5.1, while
general observations about the freestream velocity measure-
ments (and the ability of the facility to reach and maintain
‘on-point’ conditions) are discussed in subsection 5.2. The
accuracy and precision of velocity results are reported in sub-
sections 5.3 and 5.4, respectively. A discussion regarding the
data obtained, and more generally STARFLEET as a viable
measurement technique for use in large-scale, cryogenic wind
tunnels, is offered in subsection 5.5.

5.1. Thermodynamic dependences of STARFLEET signal
intensity and lifetime

Signal intensity and lifetime measurements captured at each
run condition provide insight into the behavior of the STAR-
FLEET technique and its potential for successful application
in TCTs. The average lifetimes and initial signal intensities are
plotted as a function of various thermodynamic conditions in
figure 7, where 1000 shots were used to compute the statist-
ics at each point and error bars show one standard deviation

uncertainty. Signal intensity data, shown along the top row of
figure 7, were collected approximately 1.2 ps after the laser
pulse. Figures 7(a) and (b) show that flow pressure and tem-
perature have little effect on the spread and uncertainty of sig-
nal intensity measurements; however, a general reduction in
peak STARFLEET signal intensity is observed with increasing
pressure and decreasing temperature. These combined pres-
sure and temperature effects suggest a strong density depend-
ence, and figure 7(c) confirms an inverse linear dependence
on flow density. This trend becomes even more evident when
considering independently the effect of pressure and temper-
ature. The maximum STARFLEET signal intensities observed
in these studies occur at the highest temperature and lowest
pressure, corresponding to the lowest density considered. If
temperature is maintained while pressure is increased, dens-
ity is increased and the signal intensity drops accordingly,
as indicated by the red symbols in figure 7(c). Similarly, if
pressure is maintained while temperature is dropped, dens-
ity increases and the STARFLEET signal intensity is further
reduced, as indicated by the colored triangular symbols in
figure 7(c). Despite the clarity of the inverse relation between
density and STARFLEET signal, this trend is opposite that
found for the FLEET technique, where signal was shown to
scale linearly with density [28]. Additionally, Burns et al
observed that FLEET displayed ‘very poorly defined ther-
modynamic dependences with respect to signal intensity’ at
the delay times considered in this study [28]. In contrast,
STARFLEET signal intensity results show a strong depend-
ence on the thermodynamic state of the flow regardless of the
considerable delay used in the current work (though reduced
scatter and a stronger dependence is expected for shorter
delay times).

As with intensity, signal lifetime measurements are plot-
ted against pressure, temperature, and density, and results are
shown along the bottom row of figure 7. Unlike signal intens-
ity data, lifetime measurement spread and uncertainty show
a strong dependence on both pressure and temperature. As
shown in figures 7(d) and (e), larger spread and uncertainty
are seen for higher pressures and lower temperatures, respect-
ively. Another way to view this same phenomenon is that the
STARFLEET lifetime is less sensitive to pressure at higher
temperatures, but shows a much stronger dependence on pres-
sure as temperature is lowered. Again, once the data is plotted
against density, as shown in figure 7(f), the reason for this trend
becomes evident; STARFLEET signal lifetime scales propor-
tionally with density. Figure 7(f) clearly shows that both the
signal lifetime and the uncertainty increase with increasing
density, with one important exception. The only runs that do
not appear to agree well with this trend are the highest pres-
sure, lowest temperature cases, indicated by the dark blue tri-
angular symbols. An explanation for this inconsistent behavior
is presented and discussed further in subsection 5.4. Finally,
the general trends observed in lifetime measurements as a
function of pressure, temperature, and density demonstrate an
inverse behavior to the thermodynamic dependences displayed
by the corresponding signal intensity measurements, as well as
behavior opposite that of the lifetime results measured using
the FLEET technique [28].
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Figure 7. Signal intensity at 1 ps and lifetime measurements as a function of thermodynamic conditions for all 45 run conditions. Intensity
as a function of (a) pressure, (b) temperature, and (c) density. Lifetime as a function of (d) pressure, (e) temperature, and (f) density.

5.2. Freestream velocity measurements

Much in the same way that signal intensities and lifetimes
were averaged to yield a single value for each of the 45 run
conditions considered in this experimental campaign, all valid
single-shot velocity measurements were averaged to provide
a mean velocity at every freestream flow condition. Velo-
city measured using the STARFLEET technique is plotted
as a function of temperature, pressure, and Mach number in
figure 8; symbols indicate velocity measurements at various
pressures, while line type represents the nominal M = 0.2,
M = 0.5, and M = 0.8 velocities predicted by isentropic flow
theory. The apparent discrepancy between certain measured
velocities and the values predicted by isentropic flow theory
was not a limitation of the technique itself, but rather with the
0.3 m facility, which was unable to achieve the nominal Mach
conditions. The difference between the nominal condition and
the velocity achieved by the 0.3 m facility is indicated by the
symbol color of each velocity measurement. In addition to the
inability of the 0.3 m TCT to maintain set point for some con-
ditions, some slight-but-noticeable spread in velocity is attrib-
utable to variability in the set-point conditions within the wind
tunnel facility. In other words, a majority of the observable
deviation is not necessarily experimental scatter, but rather due
to the fact that the true Mach number may vary from the nor-
mal condition by as much as two percent due to limitations
in the tunnel drive system [36]. Figure 8 demonstrates that
not only is STARFLEET sufficiently sensitive to resolve the
expected physical trend of increasing velocity with increas-
ing temperature for the range considered in this study, but was
also sensitive enough to detect when the facility was not at
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Figure 8. Measured velocity as a function of temperature shows
that the STARFLEET technique is sufficiently sensitive to measure
the expected increase in velocity with increasing temperature.

the nominal Mach number. Evidence that the STARFLEET
technique provides the expected velocity (regardless of the
facility’s ability to maintain each condition) is provided in the
following subsection, as is a more detailed discussion regard-
ing the accuracy of STARFLEET velocity measurements.

5.3. Velocity measurement accuracy

STARFLEET velocity measurement accuracy in the 0.3 m
TCT was assessed through comparison with values obtained
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Figure 9. Measured velocity as a function of the 0.3 m DAS
reference velocity and temperature, where the dashed line represents
perfect agreement. Accuracy is generally independent of
thermodynamic conditions.

by the facility DAS. Measured velocity for all 45 conditions
considered in this study are shown plotted against the DAS ref-
erence velocity in figure 9, where the colored symbols indic-
ate freestream flow velocity measurements and the dashed line
represents perfect agreement between the facility DAS and
the STARFLEET estimates. Qualitatively, the STARFLEET
velocity measurements align well with those acquired by the
facility, regardless of pressure or temperature. As observed in
previous MTV experiments in the 0.3 m TCT [28, 33, 34],
a slight discrepancy between the two methods of measuring
velocity appears to grow larger with increasing velocity. While
this discrepancy could be partly caused by a number of errors
(including calibration error, the dewarping algorithm failing
to sufficiently remove perspective distortion, or inherent error
associated with single-line tagging methods [40, 41]), previ-
ous studies have shown that this discrepancy can be remedied
by applying an additional correction factor to account for the
diverging walls of the test facility [30]. The aggregate accur-
acy of the measurements is presented quantitatively using the
standard error (¢), defined as

> im1 Vi = vipas|
er‘l:l |Vi,DAS‘

When presented as a percentage, the standard error repres-
ents the average percent error of all velocity measurements
included in the calculation. Standard error was found to be
1.6%, which is consistent with previous FLEET and PLEET
measurements in the 0.3 m TCT that found the accuracy to
lie between 0.6% and 2.1% [28, 30, 42]. This standard error
also shows that the STARFLEET method not only performs
roughly as well as laser Doppler velocimetry in the 0.3 m TCT
(which obtained typical velocity measurement error less than
1% [22]), but does so more consistently and over a broader
range of conditions. STARFLEET also compares favorably
with other velocimetry techniques, including air photolysis
and recombination tracking (APART) [43], acetone MTV [44],
and hydroxyl MTV [45], which have demonstrated accuracies
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Figure 10. Velocity precision (as a percentage of flow velocity) as a
function of Mach number and temperature, where the dashed line
represents the wind-off precision across all Mach numbers. An
overall improvement in precision (reduction in percentage) is seen
with increasing Mach number, while higher temperatures generally
correspond to worse precision (larger percentage of freestream
velocity).

within 5%, 3.2%, and 2%, respectively, though not in tran-
sonic cryogenic wind tunnels. In summary, the STARFLEET
technique is shown to provide similar accuracies to a number
of other velocimetry methods, but without the need to seed the
flow, use multiple lasers, or cause large thermal perturbations
within the measurement region.

5.4. Velocity measurement precision

Precision at each flow condition (o) was taken to be the stand-
ard deviation of all valid single-shot velocity measurements
within a given set. Note that measurement precision can be
affected by bin size owing to spatial averaging. STARFLEET
precision measurements (normalized by the freestream flow
velocity) are shown as a function of Mach number in figure 10,
where symbol type indicates pressure, color shows temperat-
ure, and the dashed line is the wind-off precision as defined
by Burns et al [28]. Generally, percent precision is shown to
improve (decrease in o,/u) with an increase in Mach num-
ber and a reduction of temperature. The improvement with
Mach number is mainly owing to dividing by a larger velo-
city, whereas the improvement at lower temperatures is caused
by the increased signal lifetime resulting from higher dens-
ities. Some obvious exceptions to this trend are the three
highest pressure, coldest conditions considered (indicated by
the dark blue triangles). The reason for these three excep-
tions, as well as the lower-than-expected signal lifetime meas-
urements at these same conditions (as shown in figure 7(f)
and discussed in subsection 5.1), are attributable to two main
factors. The first factor is that defining the precision to be
the standard deviation of velocity measurements does not dis-
tinguish between precision errors in the velocity measure-
ments and natural turbulent fluctuations. Since the magnitude
of the freestream velocity fluctuations depends on Reynolds
number, which increases both with decreasing temperature
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and higher pressure, some loss of precision is expected at
these high Reynolds number conditions owing to turbulence.
Part I of this series of papers describing FLEET velocimetry
also demonstrated reduced precision with increasing Reyn-
olds number. These FLEET measurements additionally serve
to establish an upper bound on the stability of freestream velo-
city fluctuations in this facility [28]. These previous stud-
ies indicate that the velocity fluctuations in the 0.3 m TCT
freestream are typically 0.5% of the mean velocity. Thus, real
freestream velocity fluctuations do not contribute significantly
to the overall precision assessment of the STARFLEET tech-
nique since the observed fluctuations are significantly higher
than the actual velocity fluctuations. The second reason for the
diminished precision of the highest-density cases is a result of
the STARFLEET technique responding to the thermodynamic
conditions of the flow, as well as the poor operation of the
facility at these conditions. Given the dependence of o,/u on
flow temperature and the fact that density is proportional to
signal lifetime, the three highest-density run conditions should
be some of the most precise cases; however, at roughly 8%
of the freestream velocity (regardless of Mach number), they
are among the least precise of all conditions considered in this
study. The precision does not continue to improve as temper-
ature is dropped and pressure is increased because the flow
conditions are approaching the liquid-vapor saturation point
of nitrogen. As conditions near the saturation point, liquid
nitrogen droplets no longer evaporate and begin to interfere
with the laser focusing and formation of the STARFLEET sig-
nal. This accounts for the shorter lifetimes and reduced sig-
nal intensity, in turn causing a reduction in velocity measure-
ment precision. Figure 11 shows the total velocity precision
(0, in m s~ 1) for all 45 run conditions as a function of pres-
sure and temperature, with the liquid-vapor saturation point as
a dashed line. Velocity precision generally improves from the
lower right to the upper left (as pressure is increased and tem-
perature is reduced); however, as conditions reach the liquid-
vapor saturation point of nitrogen there is a sudden reduction
in total velocity precision (increase in ¢,,). This trend also cor-
relates well with signal lifetime measurements, where lifetime
is observed to increase with density until a sudden reduction is
seen for the highest density cases, providing further evidence
that nearing the saturation point is detrimental to both signal
lifetime and STARFLEET velocity measurement precision.
While FLEET measurements also demonstrated a reduced pre-
cision as the saturation point was approached, the FLEET
technique displayed an opposite thermodynamic dependence
to STARFLEET, with an overall improvement in total velo-
city precision as pressure was reduced and temperature was
increased [28]. Regardless of the uncharacteristically impre-
cise highest-density runs, precision measurements show the
STARFLEET technique to be roughly an order of magnitude
worse than previous FLEET results [28] and approximately a
factor of two worse than PLEET precision measurements [30].

5.5. Discussion

The results presented in this section have provided valuable
insight into the utility of STARFLEET as a viable diagnostic
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Figure 11. Total velocity precision as a function of pressure and
temperature.

technique for application in TCTs. Investigation of the signal
intensity and lifetime has shown a strong dependence on the
thermodynamic conditions of the flow, especially considering
the data was taken after a considerable delay from initial signal
generation compared with delays used in previous studies [28].
In this work, a delay of 1 us was used to avoid the rapid loss
of signal in early frames due to the double exponential decay
of intensity, allowing for a more balanced signal between
early frames and later frames. Investigation of the maximum
STARFLEET signal showed intensity to be inversely propor-
tional to density, while lifetime measurements demonstrated
nearly linear scaling with density until conditions approached
the liquid-vapor saturation point. Longer lifetimes were also
shown to correlate with higher precision measurements of
velocity, while accuracy showed little dependence on ther-
modynamic conditions. Standard error measurements prove
that the STARFLEET technique provides similar (or better)
accuracy to other velocimetry methods, but does not require
seeding of the test gas nor does the method significantly
thermally perturb the measurement region, as with alternat-
ive methods. While accuracy is similar to other MTV tech-
niques, precision is shown to be worse than measurements
made using FLEET or PLEET; however, the relative impre-
cision of measurements seen in this study are partially a res-
ult of reduced SNR, due to low reflectivity (~85% at each
mirror) for the deep-UV, ultrafast laser pulses. Mirrors pro-
hibiting high-reflectivity and the expensive MgF, optics for
windows and lenses required to transmit and focus the beam
are two of the major shortcomings of STARFLEET which
need to be addressed when considering application of this
technique. Because a cold, high-pressure, high-density envir-
onment is favorable for the technique, STARFLEET is a
promising viable candidate for velocimetry in TCTs. The
method used to determine flow velocity will depend on sev-
eral factors, all of which should be considered before choos-
ing a diagnostic technique. If high precision measurements
are required, one might consider instead using FLEET, as
this method provides the most precise velocity measurements
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Table 1. Comparison of FLEET, PLEET and STARFLEET setup and performance parameters.

Criteria FLEET PLEET STARFLEET
Laser pulse duration 70 fs 100 ps >92 fs* [46]
Laser repetition rate 1 kHz 10-100 kHz 1 kHz
Excitation wavelength 800 nm 1064 nm 201.8 nm
Typical energy used per pulse 0.5-2 mJ 1040 mJ 25-90 wJ

Temperature perturbation from energy depos- 230 K with 1.1 mJ
ition at STP using energy to generate comparable
signal intensity [31]

Average measurement accuracy (error) in 0.3 ~1% of measured velo-

250 K with 10 mJ

~1% of measured

10 K with 30 pJ

~1% of measured

TCT city velocity velocity

Zero-velocity measurement precision (1) in 0.4ms™! 12-2ms™! 28ms”!

0.3 m TCT

Suitable test media (demonstrated) Freon [47], combustion Nitrogen Nitrogen, air
[48], nitrogen, air

Thermodynamic dependence of signal intensity Intensity ~p None Intensity ~1/p

for typical TCT conditions (100 < 7 < 300 K,
100 < P < 517 kPa)

Thermodynamic dependence of signal lifetime
for typical TCT conditions (100 < 7' < 300 K,
100 < P < 517 kPa)

Lifetime ~1/p

Lifetime ~1/P Lifetime ~p

#Fourth-harmonic generation of the 201.8 nm beam increases the laser pulse duration; however, the exact pulse duration was not directly measured in this

work. See reference for more information.

and does not require the use of a fourth-harmonic gener-
ator. Should time-resolved velocity be desired, the PLEET
method would be better applied, as this method allows for
high-repetition-rate measurements. If surface damage or ther-
mometry within the measurement region need to be con-
sidered, STARFLEET is likely the best candidate due to the
resonant (and thus less thermally-perturbative) nature of the
technique. A summary comparing several important perform-
ance parameters (e.g. excitation wavelength, energy/pulse, and
laser repetition rate) for the above three techniques is provided
in table 1.

Finally, it is important to note that while a majority of
the preliminary studies described in section 1 agreed well
with earlier fundamental STARFLEET results (e.g. resonance
excitation at 202 &£ 0.25 nm and signal intensity dependence
on laser energy), the spectrum of the STARFLEET signal was
different from that reported by Jiang et al [31]. Based on
the work of Jiang, the signal associated with the first pos-
itive band of nitrogen should be dominant [31]; however,
neither the spectrometer measurements nor the filtered images
of the delayed STARFLEET emission shown in the present
studies indicated this to be the case. One possible explana-
tion for this discrepancy is that the lower laser energy and
slower optics used to focus the beam led to less than 1/20th
of the laser intensity being used to write the STARFLEET
line compared with that used by Jiang et al These substan-
tial intensity differences could potentially have a signific-
ant effect on the STARFLEET signal and N, recombination
mechanism (for example causing higher C-B emission rel-
ative to B-A), leading to the dominant signal coming from
the UV in the current work. Further investigation into these
differences may be warranted, but lies outside the scope of
this paper.

6. Conclusions

STARFLEET velocimetry has been characterized and
investigated for use in TCTs. Initial fundamental studies
showed peak resonance at 201.75 nm, increasing signal intens-
ity with increasing laser energy, and strong emission in the
UV. Following this preliminary testing, which helped to guide
the experimental setup, STARFLEET velocimetry was applied
in the NASA Langley 0.3 m TCT to obtain measurements
across the entire operational envelope of the facility. Raw data
was processed to allow for the extraction of signal lifetime
and velocity measurements. Maximum STARFLEET signal
intensity was shown to be inversely proportional to density,
while lifetime was nearly linear with density until approaching
the liquid-vapor saturation point of nitrogen. Velocity meas-
urements were assessed for accuracy, and showed a standard
error of 1.6%, which is comparable to other unseeded, laser-
based MTV techniques (which generally provided accuracy in
the range of 0.6%—2.1%). Accuracy was also shown to be inde-
pendent of the thermodynamic state of the flow. STARFLEET
precision was also investigated, and showed precision from
approximately 1.5%—-10% of the freestream velocity. Percent
precision was shown to generally improve with increasing
Mach number and a reduction of temperature, until reaching
the saturation point. The precision of STARFLEET is gener-
ally an order of magnitude worse than the FLEET technique,
and roughly a factor of two worse than PLEET; however, this
relatively poor precision is partially due to low SNR result-
ing from energy losses at each turning mirror and could be
improved if better or fewer mirrors were used.

While the STARFLEET technique ultimately allowed for
unseeded, non-intrusive velocity measurements in a cryo-
genic environment, there are several factors that need to be
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considered prior to applying this technique in a TCT. First,
oxygen absorption and the inability of mirrors to provide
high reflectivity (>95%) of the ultra-fast UV laser beam leads
to a significant reduction of energy reaching the measure-
ment volume. Additionally, expensive MgF, windows and
focusing optics must be used to transmit the deep UV laser
beam. If more precise measurements are required and large
thermal perturbations and surface damage are not a con-
cern, the FLEET technique is likely a better option. Simil-
arly, PLEET would be better applied if high-repetition-rate
measurements are required. However, if energy losses can be
tolerated and surface damage or thermometry must be con-
sidered, the STARFLEET technique is a suitable candidate for
providing velocimetry measurements in a large-scale, high-
pressure, cryogenic wind tunnel.
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